A Combination of Fourier Transform and Machine Learning for Fault Detection and Diagnosis of Induction Motors
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Abstract—Induction motors are widely used in different industry areas and can experience various kinds of faults in stators and rotors. In general, fault detection and diagnosis techniques for induction motors can be supervised by measuring quantities such as noise, vibration, and temperature. The installation of mechanical sensors in order to assess the health conditions of a machine is typically only done for expensive or load-critical machines, where the high cost of a continuous monitoring system can be justified. Nevertheless, induced current monitoring can be implemented inexpensively on machines with arbitrary sizes by using current transformers. In this regard, effective and low-cost fault detection techniques can be implemented, hence reducing the maintenance and downtime costs of motors. In this work, machine learning techniques have been combined with traditional Fast Fourier Transform (FFT) to propose a simple but yet efficient method for fault detection and diagnosis of induction motors. Raw signals are converted from time domain to frequency domain using FFT. The FFT spectrum are then divided into frequency segments and energy coefficients of each segment are calculated as the sum over the FFT amplitudes. These energy coefficients are used as features for machine learning in our platform. The proposed method is validated on real-world data and achieves a precision of 99.7% for fault detection and 100% for fault classification with minimal expert knowledge requirement. In addition, this approach allows users to be able to optimize/balance risks and maintenance costs to achieve the highest benefit based on their requirements. These are the key requirements of a robust prognostics and health management system.
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I. INTRODUCTION

A. Induction motor and its main defects

Induction motors are widely used in industrial drives because they are rugged, reliable, and economical [1]. They became an industry workhorse and play a pivotal role in industry for conversion of electrical into mechanical energy. In order to improve electric motor efficiency, variable speed drives are commonly used, and this has led to increased motor overheating problems, harmonic problems, and shorter operational life of motors.

In general, faults that may occur in an induction motor can be classified into four groups namely bearing faults, stator faults, rotor faults, and other faults [2]. Statistical studies of IEEE [3] show that bearing faults are the most frequent faults in electrical motors (42%), followed by stator (28%) and rotor (8%) faults. The rest (22%) are other faults. A bearing comprises an outer ring, an inner ring, and a set of rolling elements, called balls, which are placed in raceways, which are spinning inside the rings. Fatigue failures may be caused due to the continual stress on these bearings. Whenever there is a failure in a bearing it results in certain vibrations, which influences the eccentricity in the air gap between the rotor and stator and increases the noise levels. Improper insulation, corrosion, contamination, improper lubrication are also responsible for bearing failures. Stator faults cover short circuit, loss of supply phase, etc. The winding faults associated
with stator winding are often caused by a failure of insulation of winding, which leads to local heating. If unnoticed, this local heating further damages the insulation of stator winding till catastrophic failure occurs [4]. Rotor faults consist of coupling error, broken bar, broken end-ring, etc. There are numerous reasons for faults in the rotor of an induction machine that include thermal stresses, magnetic stresses, dynamic stresses, mechanical stresses, and environmental stresses [5]. Additionally, faults in the cage of the rotor are more prevalent for medium voltage motors than for motors of small size due to higher thermal stress in the rotor of the machine. Other faults include (but are not limited to) static, dynamic, and mixed air-gap eccentricities. Eccentricity arises due to non-uniform air-gap amidst the stator and rotor [5], [6]. This may be generated by bearing defects or manufacturing failures. Extreme air gap eccentricity may commence inequitable radial forces and finally result in friction between stator and rotor, which may lead to severe damage to the core of the stator and rotor, further causing a breakdown of the motor.

**B. Review of motor fault detection and diagnostics methods**

A fault in an induction motor may result in idle times, for example, in a production pipeline, and hence in losses of revenue. In order to decrease the downtime and to ensure reliable and safe operation, fault recognition in an early stage is desirable, which necessitates condition-based monitoring of the induction motor. Classical condition monitoring methods using mechanical quantities such as vibration, torque, noise, acoustic signals, and temperature are well researched and presented. However, whenever mechanical sensors are used to assess the health conditions of a machine, they are installed on some expensive or load-critical machines where the high cost of a continuous monitoring system can be justified [7]–[9]. Moreover, the implementation of these measuring systems proves to be only suitable in the case of large motors or critical applications. Readers who are interested in condition monitoring methods using mechanical quantities can find more information in these papers [2], [7], [9].

To overcome the above-mentioned drawbacks, researchers have been using Motor Current Signature Analysis (MCSA) for condition monitoring. The biggest challenge of a MCSA technique is that incipient fault signatures are inherently weak and susceptible to attenuation and thereby can be buried in signal noise [10]–[13]. The most popular techniques under MCSA are current signature analysis, voltage signature analysis, extended Park’s vector approach, Wavelet Packet, Hilbert transform, Hidden Markov Models, and instantaneous power signature analysis [2], [13]–[20]. These physics-based models are complex and require prior knowledge of the induction motor system as well as a detailed description of the technical parameters of the motor. Due to the complexity of induction motors, in which mechanical, electromagnetic, or electromechanical effects are often coexistent, the specific prior knowledge of fault mechanism and corresponding reflections on measured sensor data becomes elusive with respect to arbitrary application scenarios [21]. In addition, these techniques require human interpretation, which is not preferable in the real-world applications [2], [13], [22], [23].

With the rapid development of artificial intelligence (AI), automated fault diagnostic systems using data-driven models have been becoming a new trend for condition monitoring of induction motors in particular as well as in prognostics and health management (PHM) systems in industry in general. Recently, there have been some applications of various data-driven models for motor fault detection and diagnosis problems. Most of these works relied on (deep convolution/deficit) neural networks that require large (labeled) training datasets and have a high computational complexity [9], [22], [24]–[31]. Support vector machine (SVM) models [32]–[35], statistical processing, k-Nearest Neighbor [34], dictionary learning and Nystrom [21], and hybrid fuzzy min-max [9] were also used. However, those benchmarks were validated either on simulation or lab/experimental data, which is recorded under well-controlled conditions. Nonetheless, in the industry_REAL-WORLD, induction motors are required to operate in highly corrosive and dusty environments which causes a lot of noise [36]. Application on real-world data might be limited because the accuracy of the models often reduces significantly with noise [9].

This paper proposes a low-cost, elegant, and yet accurate approach for fault detection and diagnosis of induction motors based on using stator current. This approach uses traditional/classical Fast Fourier Transform and modern/advanced machine learning techniques and does not require any domain/expert knowledge as well as technical parameters of the motor. In addition, our benchmark allows users to be able to adjust risks and maintenance costs to gain the best benefit based on their requirements. These are the key requirements of a robust prognostics and health management system. The proposed approach was validated on real-world data with three different health conditions and demonstrated high precision compared to the existing methods. The best classifier achieved overall classification precision of 99.7% for fault detection and 100% for fault classification.

The rest of this article is organized as follows: Section
II provides detailed information on the data used in the experiments. Section III describes the data preprocessing steps and our methodology. In Section IV, we report and discuss the "experimental" results. Finally, a conclusion is provided in Section V.

II. DATASET DESCRIPTION

Data of two induction motors, which are in real working conditions, was provided by Samotics Company [37], the Netherlands. The configurations of the two motors are different and their technical details are described in Table I. All three phases of stator current were collected under full load conditions and with a grid frequency of 50 Hz. The recording duration of each measurement is 15 seconds with a sampling rate of 20 kHz. An example window of all three phases in the real-time of the stator current is shown in Fig. 1. All three phases are periodic and include noise.

The data set contains measurements of the motors in three different conditions: healthy, coupling fault, and bearing fault. The total number of measurements corresponding to each condition of each motor is shown in Table II. The actual health states were determined by experts in the field.

III. METHODOLOGY

A. Fast Fourier Transform and pre-whitening

To analyze the periodic signal, among many signal processing techniques used in the literature, Fast Fourier Transform (FFT) is one of the most popular ones. FFT converts a signal from its original domain (often time or space) to a representation in a frequency domain. We use FFT as the first step for condition monitoring and fault diagnosis because it relies on the variations in the frequency to isolate various faulty conditions. There are three phases of the stator current and we use mean FFT results for our analysis. The mean FFT is achieved by taking an average FFT of all three phases of each measurement.

The most common limitation of the FFT technique is its application to noisy signals. To overcome this issue, a pre-whitening method is normally applied [38], [39]. In this work, the pre-whitening operation was done by normalizing the spectrogram by its average value taken over 10 frames. This is supposed to remove the constant baseline endured all along with the operation, which includes structural resonances of the system as well as of the machinery. After pre-whitening, if the signal is stationary the spectrogram is supposed to be completely white. This operation has been found important to better enhance the contrast between the beginning and the end of the test. These steps help us to better enhance the contrast between the beginning and the end of the system operation as well as the magnitude of the noises.

B. Platform for Machine Learning

A first and important step in machine learning is to produce and extract relevant features. We took the advantage of the FFT spectrum of the stator current to create features by following the work of [40]. The FFT spectrum is divided into different frequency segments. Explicitly, for frequencies up to 2000 Hz, the main peak segments were created in a way that the center of each segment was the harmonic order of the fundamental frequency (50 Hz) with a bandwidth of 20 Hz. This results in eighty-two segments in total. The first 10 main-peak, and off-peak segments are shown in Fig. 3. Next, the energy coefficients of each segment were calculated as the sum over the FFT amplitudes. These energy coefficients were used as features for machine learning in our platform. All features were re-scaled to have a scale from zero to one by using Max-Min normalization before feeding them to any machine learning model.

Five common algorithms for binary classification including K-nearest neighbor (KNN), Decision Tree (DT), Random Forest (RF), Logistic Regression (LG), and Support Vector Machine (SVM) were used. Grid search with a repeated stratified k-fold cross-validation method was used to tune the hyperparameters of the employed models. The dataset was stratified, meaning that each fold of the cross-validation split would have the same class distribution as the original dataset. The random seed was fixed to achieve a reproducible result.

In the case of balanced datasets, a repeated stratified 10-fold cross-validation was used for hyperparameter tuning. For this experiment, we evaluated the model’s performance on accuracy, precision, recall, f1 score, and false negative number. In the case of severely imbalanced datasets, a repeated stratified 5-fold cross-validation was used. For each fold, the test set was kept unchanged while the train set was treated using two approaches: Synthetic Minority Oversampling Technique (SMOTE) for the minority class, and a combination of undersampling technique for the majority class and SMOTE for the minority class. In general, SMOTE creates extra training data for the minority class by synthesizing new samples based on real data. More specifically, the minority class is oversampled by taking each minority class instance and introducing synthetic instances along the line segments joining any/all

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Motor I</th>
<th>Motor II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor type</td>
<td>160MA</td>
<td>180MA</td>
</tr>
<tr>
<td>Number of poles</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Rotation speed</td>
<td>1470 rpm</td>
<td>2950 rpm</td>
</tr>
<tr>
<td>Main frequency</td>
<td>50 Hz</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.914</td>
<td>0.927</td>
</tr>
<tr>
<td>Power factor</td>
<td>0.86</td>
<td>0.9</td>
</tr>
<tr>
<td>Power</td>
<td>11 kW</td>
<td>22 kW</td>
</tr>
<tr>
<td>Shaft diameter</td>
<td>32 mm</td>
<td>24 mm</td>
</tr>
<tr>
<td>Coupling type</td>
<td>Standard</td>
<td>Spacer</td>
</tr>
<tr>
<td>Gross weight</td>
<td>351 kg</td>
<td>280 kg</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Motor</th>
<th>Healthy</th>
<th>Bearing</th>
<th>Coupling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor I</td>
<td>1343</td>
<td>2291</td>
<td>54</td>
</tr>
<tr>
<td>Motor II</td>
<td>374</td>
<td>3241</td>
<td>18</td>
</tr>
</tbody>
</table>

TABLE I
Main technical parameters of two motors

TABLE II
Number of measurements per motor and health state

346
of the $k$ minority class nearest neighbors. Depending upon the amount of over-sampling required, neighbors from the $k$ nearest neighbors are randomly chosen. This procedure can be used to create as many synthetic instances for the minority class as are required. The approach is effective because new synthetic instances from the minority class are created that are plausible and relatively close in feature space to existing instances from the minority class [41], [42]. On the other hand, the under-sampling of the majority class was performed by randomly picking samples without replacement from the original data.

In the class imbalanced case, it is widely admitted that accuracy tends to give a deceptive evaluation for the performance [43], [44]. Instead of accuracy, the Area Under the ROC Curve (AUC), and Geometric Mean (GM) are the most commonly used performance metrics in the imbalanced learning domain [45]. In this study, for severely imbalanced datasets, AUC and GM were used as the performance evaluation metric,

$$AUC = \frac{1 + TP_{rate} - FP_{rate}}{2},$$

$$GM = \sqrt{TP_{rate} \times TN_{rate}},$$

where true positive rate, $TP_{rate} = \frac{TP}{TP + FN}$, is the percentage of positive instances correctly classified. True negative rate, $TN_{rate} = \frac{TN}{TN + FP}$, is the percentage of negative instances correctly classified. And false positive rate, $FP_{rate} = \frac{FP}{TN + FP}$, is the percentage of negative instances misclassified. Here $TP$, $TN$, $FP$, and $FN$ indicates the number of true positives, true negatives, false positives, and false negatives, respectively.

IV. RESULTS AND DISCUSSIONS

A. Fast Fourier Transform and pre-whitening

An average FFT over three phases of a healthy motor (motor type I) at 50 Hz is shown in Fig. 2. In this illustration, the odd ($O$) fundamental frequency components are barely pronounced while the even ($E$) ones are very fuzzy. It is in a good agreement with three-phase circuit theory [10].

Additionally, we observed many other frequency components ($N$) with magnitudes that are comparable to the harmonics of the fundamental. The apparent of the these components might be due to the following reasons: (i) the rotor of an induction machine rotates at a frequency that is different from the electrical supply frequency and this difference in speed is directly proportional to (and fluctuates with) the load level, (ii) cyclical load torque variation, (iii) eccentricities and inherent mechanical asymmetries, (iv) air-gap permeance, (v) mechanical misalignment, and (vi) random noises [10]. The mechanical misalignment issue is the most common cause. When a machine is directly coupled to a load, exact alignment of the two shafts is difficult. Any amount of misalignment will contribute to an eccentricity and a position dependent load torque variation as well. From now on, we will call these frequency components ‘random noises’. Mechanical misalignment and noises are very common in industry and lead to a big challenge for condition monitoring. A comparison of a full FFT spectrum of healthy-, bearing fault- and coupling fault motors is shown in Fig. 3. We can hardly distinguish the spectra by the naked eyes.

To provide an overview of the FFT spectrum and magnitude of noises over time we show pre-whitening results in Fig. 4. This plot shows the first fifty cycles/measurements of the pre-whitened spectrogram of motor I and all motor conditions. In all cases, including the healthy motor, the spectrograms are not completely white. This indicates that the stator current is not stationary. The instability of the signal is more pronounced at the fundamental harmonics. We attribute this instability to mechanical misalignment and random noises which we have mentioned above. More importantly, we can not classify conditions of the motor based on these pre-whitened spectrogram.

B. Fault diagnosis

The main tasks of fault diagnosis are fault detection, fault classification, fault location, fault recovery and so on. As soon as the fault is detected, the fault category then needs to be identified. Fault classification is to determine which kind of fault has occurred, that is so to say, to distinguish the causes
Fig. 4. Pre-whitening spectrogram of: healthy- (a), bearing-defect- (b), and coupling-defect motors (c)

of the observed abnormal conditions. Once the fault category is determined, the corresponding troubleshooting measures will be taken immediately. This timely troubleshooting may avoid greater economic losses and casualties [46]. Our fault diagnosis platform was divided into two steps; fault detection, and fault classification. The main task of the first step is to distinguish the unhealthy motors from the healthy ones. In the second step, bearing fault and coupling fault are distinguished. In the real-world application, the first step is more important for safety while the second one helps to reduce the maintenance costs and time. For the fault diagnosing and classification, we used the approach based on FFT and machine learning as described in Section III-B.

1) Fault detection: As mentioned before, the dataset contains data from two motors. For the fault detection step, the bearing-fault and coupling-fault states/classes were combined to an unhealthy state/class. In total, there were 1717 healthy and 5604 unhealthy samples in the aggregated dataset. The dataset was then split into train- and test sets with a ratio of 70% and 30%, respectively. This results in a test dataset size of 1831 observations, which include 441 healthy and 1390 unhealthy samples.

Evaluation scores on the test data of the five algorithms are reported in Table III. The table is sorted in an increasing order of precision. All five models show very high precision with a minimum precision of 97.7%. Furthermore, with a precision and recall of 99.7%, SVM outperforms the other classifiers. It is higher than the scores achieved on lab data in previous work [22], [29], [32], [35]. In addition, besides the highest precision, SVM also shows less computational costs. The outperformance of SVM is in a good agreement with the earlier reports since SVM is the most efficient classification method for binary classifying [32], [35], [46]. A visualization of the two classes on the two best out of the 82 features space and the decision boundary of the best model is shown in Fig. 5. Where feature ranking was performed based on the random forests classifier.

To prove that our models were not over-fitted, we used the following methods: i) using k-fold cross validation to validate our models on different test datasets, ii) splitting the data into train- and test sets by time. In all cases we achieved more or less the same scores as reported in table III.

Regardless of the high precision, for a number of samples the prediction was false negative (FN). A false negative means, the model indicates the motor is healthy but in fact it is unhealthy. False negative is normally dangerous in the real-world application and needs to be minimized. An effective PHM system, however, should allow practitioners to flexibly balance between the safety and the operation and maintenance costs to achieve the desired trade-off. Whether the prediction accuracy is good enough for the real-world application depends very much on the industry. For example, in the nuclear and aerospace industries, the safety requirements are high, hence the achieved accuracy might not meet the requirements. However, in other industries where multiple machines operate in a parallel system (e.g., many pumps in a pump system),
operators might accept high risk in order to reduce unnecessary maintenance and overall costs. For such industries, the prediction precision is certainly high enough. Additionally, in the real-world application, users prefer to have a flexible platform where they can decide themselves the risk they would take and the maintenance costs in order to gain the best benefit. We fulfill this requirement by proposing a method to tune the number of false negatives and precision. Practically, we used predict-probability function from Scikit-learn to achieve the raw probability that a sample was predicted to be in either a healthy or unhealthy class. Then a trade-off for the false negative rate and the model accuracy was realized by tuning the threshold of the prediction probability for the positive class. In general, lowering the value of the threshold leads to a decrease of precision, however, it allows us to increase the recall score and to reduce the number of FN values. We were able to achieve zero FN which corresponds to a recall of 100% with the RF model at a threshold of 0.25 (vertical red line) while keeping a high precision of 94.4%. Precision and recall scores versus prediction probability are shown in Fig. 6.

2) Fault classification: The second step of our platform is to classify the type of defect in the motor. In this step, bearing faults and coupling faults are distinguished. There are 72 coupling fault and 5532 bearing fault samples in the dataset. Thus, there is a great imbalance between the two classes due to the fact that a pump coupling defect often leads to severe damage and needs immediate action. In contrast, bearing defects are normally fuzzy and immediate action is not urgently necessary. In this experiment, repeated stratified 5-fold cross-validation method was used. For each fold, the test set was kept unchanged while the train set was treated using two resampling techniques including Synthetic Minority Oversampling Technique (SMOTE) for the minority class, and a combination of under-sampling technique for the majority class and SMOTE for the minority class. The under-sampling of the majority class was performed with an under-sampling strategy of 50% of the original data while the over-sampling of the minority class was executed with the number of nearest neighbors equal to five. A visualization of the bearing defect and coupling defect samples of the train data set as original and after balancing by combining SMOTE and undersampling is shown in Fig. 7. A comparison of the performance metrics (GM and AUC) of the five above mentioned classifiers of the two resampling techniques with the original data is shown in Table IV. We observed a significant improvement of all algorithms after the class balancing. More importantly, all classifiers show reasonably high Area Under the ROC Curve (AUC), and Geometric Mean (GM). Especially, with the SVM
classifier, we achieved a value of 0.995 and 0.937 for AUC and GM, respectively.

V. CONCLUSIONS

This paper proposes a low cost, but yet accurate and robust fault diagnosis method for induction motors based on stator current signal. The proposed approach is built by combining Fast Fourier Transform and machine learning algorithms. Our method was validated on real-world data with three different health conditions and demonstrated high precision compared to the existing methods. The best classifier achieved overall classification precision of 99.7% for fault detection and AUC of 99.5% for fault classification. In addition, our platform allows users/practitioners to adjust between risk and maintenance costs in order to achieve the best benefit. This is a key mission of a robust prognostics and health management system. It is worth to mention that our approach was constructed without any requirement of deep domain knowledge of induction motor as well as any technical/mechanical parameter. Therefore, the proposed approach is expected to be a universal and generic solution for all rotating machinery.
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