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Abstract—With the expansion of the scale of microservice applications, its dynamic update and complex dependency call relations increase the probability of failure and the difficulty of diagnosis. How to ensure the stable operation of applications and QoS is crucial. At present, there are some researches on fault diagnosis of microservices, but there are still deficiencies in fault propagation and root cause localization. In this paper, a Microservice Fault Root cause Location Method Based on Correlation Analysis (MFRL-CA) is designed to reduce the time consumption of fault detection and root positioning. This method constructs the Microservice Fault Propagation Graph (MFPG) by collecting the correlation between dependent call data and historical fault data, and accurately infers and locates the fault causes through a new anomaly score measurement and random walk algorithm. Experiments show that this method can effectively detect faults and accurately locate the fault causes, and the accuracy is 12.75% higher than that of the benchmark method.
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I. INTRODUCTION

More and more enterprises adopt microservices as the development architecture of large-scale software systems. Microservices solve the problems of low flexibility, poor scalability and difficult change of traditional software systems. However, due to the complex dependence on call relationships and frequent delivery and deployment of microservices, it is difficult to diagnose microservice faults. In order to maintain the reliable operation and QoS of microservices, fault diagnosis of microservices is a subject of great research value[1].

The fault root location problem of microservice has always been the focus of fault diagnosis research of microservice. Microservice fault is more complex and difficult to locate than traditional software fault, and is different from traditional software fault. Literature [2] points out that about 45 % of microservice failures in 22 fault types are related to asynchronous invocation of service components, heterogeneous deployment and environment and configuration. There are three challenges in fault location of microservices. Firstly, there are many KPI indicators for microservice monitoring, and it is difficult to set the abnormal threshold of various indicators manually by operation and maintenance personnel. Literature [3] by means of service dependency and test analysis, we can infer the cause of microservice failure. In addition to monitoring QoS (Quality of Service) indicators, there are many monitoring indicators of microservice components and machine indicators of physical machines. Secondly, the fault propagation relationship of microservices is complex, and the operation and maintenance personnel describe the fault propagation relationship through the link tracking tool represented by Google Dapper[4] is not complete. Some existing research methods do not fully consider the failure relevance of the historical failure data of microservice[5]. Finally, the microservice fault processing stage, a lot of time and manpower are needed to analyze, detect and locate the fault causes one by one. The operation and maintenance cost is relatively high and the efficiency is not high.

In response to the above problems, this paper constructs the MFPG by studying the microservice fault relationship and propagation path, and optimizes the traditional abnormal correlation method and random walk algorithm, and proposes a MFRL-CA. The main contributions are as follows.

(1) The dependency invocation relationship and service execution path of microservice are studied. According to microservice dependent call data and failure data, the Link Call Graph of end-to-end Tracking (LCGT) and the Microservice Fault Correlation Directed Graph (FCDG) are designed, and the construct MFPG based on the above two fault propagation graphs to describe the microservice fault propagation relationship.

(2) In terms of fault root location, this paper optimizes the calculation method of abnormal correlation, analyzes the limitations of traditional random walk algorithm, and designs a random walk algorithm with three search directions. Finally, based on the above research, MFRL-CA is proposed. It improves the global, flexibility and accuracy of fault search scope.

(3) According to the above method, the MFRL-CA framework prototype is designed and verified by experiments. Experimental results show that this method can locate the root cause of fault quickly and accurately.

II. RELATED WORKS

A. Microservice execution trajectory and dependent call monitoring technology

In terms of microservice execution trajectory tracking, there are three main categories of current execution trajectory tracking tools and methods: monitoring methods based on implantation, interceptor and data collection. Through research and analysis, this paper can construct the dependency
of microservices through the interactive data of microservice components.

1) Monitoring method based on implantation: The implant-based approach aims to obtain the request execution path data of the program by embedding the monitoring program into the application. In recent years, some code injection tools (such as AspectJ) can be used to modify the source code of the application, and then dynamically implant the monitoring code into the specified location at the system runtime, with the advantages of flexible setting and fine-grained monitoring. The embedded monitoring method requires developers to master the internal structure and program code of the system to be able to invade the system for code modification, which limits the scope of application of the method.

2) Interceptor-based monitoring method: The interceptor-based monitoring method records the execution process of the system by intercepting requests. Most of the link tracking systems, such as Dapper, Zipkin, Pinpoint, etc., use intercepting requests to invade the system, but the intrusion is much lower than that based on code implantation.

3) Monitoring method based on data collection: The monitoring method based on data collection is to analyze the system execution log obtained by machine learning algorithm, mine the log template, and then establish the statistical reasoning model of dependencies. Literature [7,8] collect system log and performance data of distributed software systems as tracking data. However, log processing is not a simple work. The accuracy of service dependency graph constructed by log data is closely related to the degree of log detail.

B. Methods for locating the root cause of microservice failures

The difficulty of microservice fault diagnosis is how to quickly locate the root cause of the fault among the numerous faulty microservice components. Literature [9] finds faults through correlation analysis, and faulty nodes with higher correlation are more likely to be the root cause of the fault. Literature [10] assumes that the stronger the correlation of the abnormal node, the more likely it is the root cause node, and then calculates the correlation coefficient of the fault node through the Pearson coefficient, and finally uses a custom discrimination method to locate the root cause of the fault. Literature [11] collects all service execution trajectories through path testing, and when a fault occurs, analyzes the deviation between the faulty path and the normal path to locate the location of the fault.

The fault root cause location method based on graph theory is widely used in the field of microservice faults. Literature [12] designed a data collection and anomaly detection framework, and inferred the root cause of the failure based on the random walk algorithm. However, the algorithm needs to rely on the service-dependent call topology and system domain knowledge, and its generalization is not strong. Literature [13] constructs a causal relationship diagram through the PC causality algorithm, and searches for the root cause of the fault based on the random walk algorithm. Literature [14] collects the communication data of microservice, uses the causality method to construct the influence diagram, and then uses the second-order random walk algorithm to locate the root cause of the microservice failure. However, the reasoning of the causality requires a lot of system resources, and it cannot affect. The location of the root cause of the back-end failure of the front-end service is not obvious.

The dynamic dependence of microservice on complex calling relationships and heterogeneous microservice operating environments makes it difficult to analyze the scope of influence, propagation channels, and root causes of failures when faced with microservice failures, which brings huge problems to the development of microservice. It is urgent to find a microservice fault root cause location method that can detect faults, determine the scope, and locate the root cause of the fault to improve the efficiency of operation and maintenance.

III. BACKGROUND AND MOTIVATION

A. Analysis of fault propagation relationship

The complex operation of distributed systems will increase the occurrence of uncertain faults, and it is difficult to reproduce in system testing, such as concurrent asynchronous errors, fault propagation, resource competition, environmental configuration, etc. The research shows that uncertain faults account for 15%-20% of software faults. Microservice is also a category of distributed architecture, which is a more fine-grained and lightweight distributed architecture. When a fault occurs in the microservice system, the associated components also fail by relying on invocation or other means of transmission, resulting in a large-scale microservice cascading failure.

Therefore, how to automatically diagnose microservice faults, we first need to understand the manifestation of microservice faults and the relationship between propagation and diffusion. In the microservice experimental environment as shown in figure 1. First of all, the Docker container is deployed on two physical machines Machine1 and Machine2, where Nginx, User and MySQL are login modules of microservice, and Stress is a performance test service instance on Machine2. The microservice on the same physical machine share resources of the physical machine. There is a relationship of resource competition between them. At the same time, monitoring tools are deployed on each microservice node to collect the KPI data of the microservice. In an execution request, the dependent invocation relationship of microservice is nginx→user→mysql, while the microservice component mysql on Machine2 has no direct invocation relationship with Stress. In the problem study, the CPU utilization of the container was improved through Stress, and the performance of the microservice system was tested to verify whether the performance of the system was affected, and the fault propagation relationship between them was analyzed.
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In the experiment, the CPU usage of Stress was gradually increased. Stress first experienced performance degradation, and then mysql performance declined, which eventually caused the microservice response time to time out. As shown in figure 2, from the time point start to increase the CPU usage, the high overhead of Stress begins to affect the response time of mysql on the same physical machine, and ultimately affects the entire microservice. Although Stress and microservices do not have a dependent calling relationship, microservice failures occur due to resource overhead. For this reason, there are two different types of failure propagation and diffusion methods for microservice failures: (1) Propagation through the dependent calling relationship of microservices abnormal; (2) Microservice components may cause other service failures due to failure correlation in the same service, node, location, etc.

**B. Correlation analysis of microservice KPIs**

When the microservice system is abnormal or faulty, the fault of the microservice component causes other components to be abnormal through the above two different fault propagation paths. When the service KPI index of microservice is abnormal, that is, when the KPI data are mutated, due to the delay of microservice fault, the machine KPI index related to abnormal often changes significantly before the fault. In the field of microservice fault, the abnormal degree of service can be measured by the correlation analysis of the change of microservice KPI. Literature [9] assumed that the more relevant KPI was to the abnormal index, the more likely it was to be the fault root. The Pearson coefficient was used to calculate the correlation between the front-end node and the back-end service node. The machine KPI with high correlation was more likely to be the fault root index. However, due to the “displacement” between the microservice KPIs, it was not necessarily effective to directly calculate the Pearson coefficient. However, there is a delay between different microservice nodes, resulting in a certain degree of “displacement” between KPIs of different microservice components. It is not accurate to directly calculate their Pearson coefficients.

In Table I, the correlation coefficient $a$ and $a \in [-1,1]$ of SS_TOTAL and CPU_PCT are calculated respectively. $A = 1$ represents positive correlation, $a = -1$ represents negative correlation, and $a = 0$ represents irrelevant. If the original KPI is directly used to calculate the correlation between them, it shows low or irrelevant; however, through the "translation" processing of the KPI time series, it shows a strong correlation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Translation</th>
<th>ss_total</th>
<th>CPU_pct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson</td>
<td>True</td>
<td>0.1178</td>
<td>0.2164</td>
</tr>
<tr>
<td></td>
<td>False</td>
<td>0.8365</td>
<td>0.8742</td>
</tr>
</tbody>
</table>

**IV. OUR SOLUTION**

This paper presents a method of MFRL-CA that simulating the fault detection and troubleshooting process of operation and maintenance engineers, it can quickly, accurately and automatically find faults, construct MFPG, locate and arrange the root cause indicators of faults. The MFRL-CA framework is shown in figure 3, which mainly includes three modules: Anomaly Detection, MFPG and Fault Root Localization.
relationship, narrow the fault location range, and serve as the input of the fault root cause location module.

(3) Fault root location module: When the fault of the system is detected, the microservice KPI time series data and MFPG of the fault period are first input into the fault root location module. Then, the anomaly degree of each node in MFPG is calculated based on the anomaly scoring algorithm, so as to generate the transition probability matrix, and MFPG is accessed iteratively through the optimized random walk algorithm. Finally, Top-k possible fault root cause indicators are arranged through finite number of search visits. It realizes fast, accurate and automatic positioning of microservice fault root causes.

A. Anomaly detection

After the microservice fault occurs, it is necessary to detect the changes of KPIs of various machines before the microservice fault occurs. In order to detect the change time point of machine KPI, a CUSUM[17] change point detection algorithm based on sliding window is used to detect the machine KPI time series data before the failure, and accurately identify the start time of machine KPI change.

Through the above process, we can accurately mark the change time point of KPI time series data of various machines after the occurrence of microservice failure, and collect the time series data before and after the time point.

B. Microservice fault propagation relationship graph

In this paper, the method of MFPG can describe the two fault propagation paths of microservice according to the fault propagation relationship of microservice. This method first analyzes the dependency invocation relationship of microservice, then excavates the potential fault correlation of historical data of microservice, and analyzes entities such as services, components and containers that may be affected by faults from multiple dimensions. Finally, a MFPG is constructed to describe the fault range and propagation path, reduce the interference of other unrelated components on fault root location and reduce the loss caused by faults. In view of the complex dependence invocation relationship of microservice, graph structure can effectively obtain the dependence relationship between services, describe the manifestation and propagation path of service failure[18].

Related definitions: LCGT, FCDG and MFPG are defined as follows.

Definition 1: LCGT, labeled as \( G_t = (V_t, E_t) \), \( v_i \in V_t \). \( V_t \) represents the collection of microservice components (nodes); \( e_{ij} \in E_t \), that is, the directed edge \( v_i \rightarrow v_j \), represents the dependency call relationship of the microservice node.

Definition 2: FCDG, labeled as \( G_f = (V_f, E_f) \), \( v_i \in V_f \). \( V_f \) represents the collection of microservice components (nodes); \( e_{ij} \in E_f \), that is, the directed edge \( v_i \rightarrow v_j \), represents the influence relationship of microservice components nodes.

Definition 3: MFPG, labeled as \( G = (V, E) \), \( V = V_t \cup V_f \). \( V \) represents MFPG fault node, \( E = E_t \cup E_f \). \( e_{ij} \) denotes a directed edge \( v_i \rightarrow v_j \), MDPG is composed of LCGT and FCDG.

Figure 4 describes the construction method and steps of MFPG: (1) The monitoring tools are used to collect the dependent calls between microservice nodes and various KPI data. When the microservice is abnormal, the data are called according to the abnormal request of the microservice to construct LCGT. (2) Based on the historical fault data of microservice, the fault events of microservice are extracted, and construct FCDG. (3) Combining LCGT and FCDG, the MFPG construction method is designed.

![Figure 4 Construction process of MFPG](image-url)

1) Call link diagram of end-to-end tracking

In the field of microservices, the current methods to describe the call relationship of microservice dependency include : manually constructing dependency graph, constructing dependency graph by monitoring port data through system tools, and constructing dependency graph by reasoning relationship. At present, there are some mature service discovery and link tracking mechanisms in microservice software systems. Firstly, this paper designs LCGT construction algorithm for microservice dependent call fault propagation. In order to construct LCGT, the Zipkin link tracking tool commonly used in the microservice system is used to construct the microservice dependency. It has the characteristics of light weight, flexibility and strong scalability, and can track each request call path. In the microservice system, the link tracking service can be completed only by simply configuring the dependency environment and modifying the configuration file. Zipkin’s trace request call data mainly includes the following properties:

- traceId: A request call of a microservice requires multiple microservice nodes to cooperate. traceId represents the ID of a request call of a microservice, including multiple spanId.
- serviceName: Microservice node name.
- osName: The physical machine or virtual machine where the microservice node is located.
- spanId: spanId represents the ID of a serviceName call.
- parentId: Represents the parent microservice node ID of spanId.
- timestamp: represents the time required for spanId at the microservice node, namely the difference between the call end time and the call start time ( endTime-startTime ).
nodes. First, relevant symbols and definitions are given to describe the algorithm design process.

**Definition 4.** Microservice failure event: In the microservice failure, the failure of the microservice from $t_{\text{start}}$ to $t_{\text{end}}$ is eliminated or the number of microservice failure nodes no longer increases, which is expressed as a microservice failure event $f_i$, where $f_i = \{s_1, s_2, ..., s_n\}$, $1 \leq i \leq n$. $s_i$ represents the faulty node (such as microservice component, host, container, etc.) in the microservice failure event $f_i$, $n$ represents the number of microservice nodes, $f_i$ represents the microservice failure time $\Delta t = t_{\text{end}} - t_{\text{start}}$ involved microservice nodes.

**Definition 5.** Microservice failure collection: Represents the set of historical fault events of the microservice, expressed as $M_{\text{fault}} = \{f_1, f_2, ..., f_n\}$. $f_i \in M_{\text{fault}}$, $f_i$ is the different microservice failure events in the historical fault of the microservice.

**Definition 6.** Frequent Microservice Failure Association Set: Given the original microservice failure event set $M_{\text{fault}} = \{f_1, f_2, ..., f_n\}$, $f_i \in M_{\text{fault}}$, there will be no less than the microservice failure event with the given support and confidence $f$ or its subset events are classified as frequent microservice failure event correlation set $M_{\text{frequent}} = \{f_1, f_2, ..., f_n\}$. $f_i \in M_{\text{frequent}}$.

When a microservice failure occurs, the two microservice nodes $s_i$ and $s_j$ that do not directly depend on the call in the microservice failure event $f_i$ have a fault relationship. When $s_i$ fails, $s_j$ will also fail immediately, using the form $s_i \rightarrow s_j$ or $s_i \leftarrow s_j$ indicates their failure propagation direction, that is, the association rules in the microservice failure event.

In the frequent microservice failure association set $M_{\text{frequent}}$, it is assumed that $f_i$ and $f_j$ are two microservice failure events belonging to $M_{\text{frequent}}$, and the microservice failure association rules are determined according to support and confidence. Support is used to calculate the frequency of failure events of $f_i$ or a subset thereof (that is, the frequency or probability of occurrence in $M_{\text{frequent}}$); confidence is used to calculate the ratio of the number of common occurrences of failure events $f_i$ and $f_j$ to the number of failure events of $f_i$ or Probability, formulas (1) and (2) represent the support (s) and confidence (c) of calculating $M_{\text{frequent}} = \{f_1, f_2, ..., f_n\}$.

$$s(f_i) = \frac{\sigma(f_i)}{M_{\text{fault}}}$$

$$c(f_i, f_j) = \frac{\sigma(f_i \cup f_j)}{\sigma(f_i)}$$

Among them, $s(f_i)$ represents the frequency of calculating the microservice failure event $f_i$ in the frequent microservice failure event set $M_{\text{frequent}}$, $\forall(f_i)$ represents the set $f_i \in \mathcal{V}(f_i)$ containing the failure time $f_i$. $c(f_i, f_j)$ Represents the probability that microservice failure events $f_i$ and $f_j$ occur together in $\mathcal{V}(f_i)$ (that is, when $f_i$ failure occurs, how likely is the probability of $f_j$ to occur), the greater the value of confidence $c$, the greater the probability of $f_i$ and $f_j$ The more relevant.

Aiming at the problem of microservice failure relevance, Algorithm 1 provides a pseudo-code algorithm for mining microservice failure relevance. The main steps are as follows:
(1) Enter the set of microservice fault events $M_{audit}^{fault} = \{f_1, f_2, ..., f_m\}$, set the support threshold $\delta$ and confidence $\varepsilon$, and first obtain the $M_{audit}^{fault}$ mid-micro service node as an independent candidate node item set $C_1 = \{s_1, s_2, ..., s_n\}$, whose elements are candidate node items of length 1 $c = \{s_i\}$, and then calculate each candidate node item according to the support $\delta$, and classify the candidate node items that are not less than $\delta$ It is a frequent 1-item set $L_1 = \{s_1, s_2, ..., s_k\}$.

(2) Combine the frequent item elements of the above $L_1$ into $C_2^{k} = \frac{k!}{2!\{k-2\}!}$ candidate node item set with an element length of $C_2 = \{(s_1, s_2), (s_1, s_3), ..., (s_m, s_n)\}$, and then calculate the support of each candidate node item in the item set $C_2$, and record the candidate node item with support not less than $\delta$ as frequent 2 item set $L_2 = \{(s_1, s_2), (s_1, s_3), ..., (s_j, s_i)\}$, then the candidate node item in $L_2$ will be used as the next frequent item element input.

(3) Repeat step (2) until the next level of frequent $k$ items $L_k$ cannot be generated, and finally return all frequent itemsets $L = \{L_1, L_2, ..., L_k\}$ not less than the support $\delta$, remove the length from $L$. The frequent element items of 1, because there is only one microservice failure node that does not contain association rules.

(4) In the frequent item set $L = \{L_1, L_2, ..., L_k\}$, $L_1 = \{s_1, s_2\}$ indicates that the probability of the two nodes $s_1$ and $s_2$ co-occurring in the historical failure event has reached the support index, $s_1 \rightarrow s_2$ or $s_2 \leftarrow s_1$ indicates that the failure of $s_1$ is relatively large. The probability of causing the failure of $s_2$ or vice versa, this is an association rule that needs to be further mined, and the association relationship between the microservice nodes of $L_1$ can be calculated through the confidence level ($c$). For this reason, the frequent node items of the frequent itemset $L$ are calculated one by one. First, input the frequent 2 item set $L_2 = \{(s_1, s_2), (s_1, s_3), ..., (s_j, s_i)\}$, and calculate $c(s_1, s_2), c(s_2, s_3), ..., c(s_j, s_i)$, and then classify the element group that is not less than the confidence $\varepsilon$ into association rule items, and the remaining frequent item set $L$ is iteratively calculated in turn, and finally all the association rule items that meet the conditions are expressed as frequent microservice failures Associative set $M_{frequency}^{fault} = \{f_1, f_2, ..., f_n\}$.

### Algorithm 1 Mining Algorithm of Microservice Node Failure Association Set

**Input** Collection of frequent microservice fault events $M_{audit}^{fault} = \{f_1, f_2, ..., f_m\}$. Support threshold $\delta$. Confidence $\varepsilon$.

**Output** Microservice node failure association collection \( L = \{S_1, S_2, ..., S_k\} \)

01 $C_1 = $ ExtractCandidate($M_{audit}^{fault}$, $\Omega$);
02 $L_1 = $ FrequentItemsets($C_1$, $\delta$);
03 if $L_1 \neq \emptyset$
04 while ($L_k \neq \emptyset$) do
05 $C_{k+1} = $ ExtractCandidate($M_{audit}^{fault}$, $L_k$);
06 $L_{k+1} = $ FrequentItemsets($C_{k+1}$, $\delta$);
07 $S_{k+1} = $ ExtractFaultCorrelationSet($L_{k+1}$, $\Omega$);
08 $k = k+1$;
09 end while
10 end if
11 $L = \{S_1, S_2, ..., S_k\}$.

According to Algorithm 1, a collection of microservice nodes with fault association rules and fault association is obtained. When a microservice failure occurs, the propagation path and impact range of the failure can be described according to the associated set of microservice node failures. However, the fault association rule only characterizes that when the microservice node $v_i$ fails, it is very likely that the propagation will cause the node $v_j$ to also fail. However, the propagation direction of the microservice failure cannot be determined in the event of a failure. Therefore, the next step is to determine the fault propagation direction of the microservice node, calculate the causal influence relationship between the faulty nodes through the causal relationship analysis method, infer the fault propagation direction, and construct the FCDG.

The microservice KPIs monitored and collected in this paper belong to time series data. Among the causality analysis methods, Granger's method\(^{[9]}\) is widely used in time series data. This method can be used to calculate the causality between microservice nodes. The formal definition of Granger causality based on time series is as follows: Given two time series $X_{n} = \{x_1, x_2, ..., x_n\}$ and $Y_{n} = \{y_1, y_2, ..., y_n\}$, if the time series $X_{n-t}$ can predict the value of $x_t$ at the time point indicates that the time series $X_{n-t}$ and $x_t$ have a causal relationship, and $X_{n-t}$ is a factor that affects $x_t$, such as formula (3), which is limited to the inference of its own causality.

To infer the causality between $x$ and $y$, it is necessary to extend equation (3) to two-dimensional Granger causality analysis. Given the time series $X_{n-t}$ and $Y_{n-t}$, if the value of $x_t$ is predicted based on the time series $X_{n-t}$ and $Y_{n-t}$, the value of $x_t$ is more accurate (smaller error) than the prediction of $x_t$ based only on $X_{n-t}$. It means that $x_t$ and $y_t$ have a Granger causal relationship, that is, $y$ is a factor that affects $x_t$. The calculation formula is shown in (4).

\[
x_t = \beta_0 + \sum_{k=1}^{p} \beta_k x_{t-k} + \varepsilon_x
\]

\[
x_t = \theta_0 + \sum_{k=1}^{p} \theta_k x_{t-k} + \sum_{n=1}^{q} \theta_k y_{t-n} + \varepsilon_{yx}
\]

Among them, $\theta$ and $\beta$ are coefficients, $\varepsilon$ is the prediction error (predicted value-true value), $p$ and $q$ are the length of the lag time series relative to the current time $t$.

Based on formulas (3) and (4), the Granger causality between $y$ and $x$ can be inferred. If $\varepsilon_{yx} > \varepsilon_x$, it means that $y$ has a better accuracy improvement for the prediction result of $x$, that is $Y$ is a cause of $x$, otherwise it means that $y$ has no causal relationship with $x$.

\[
F_{y \rightarrow x} = \frac{\varepsilon_x}{\varepsilon_y}
\]

According to the above expression, the Granger causality between time series data $X$ and $Y$ is calculated and inferred using formula (6).

\[
F_{y \rightarrow x} = \begin{cases} 
0, & \text{no Granger} \\
F_{y \rightarrow x} > 0, & \text{Granger}
\end{cases}
\]
According to the above formula, the Granger causality analysis method is applied to the microservice fault related nodes to calculate the fault propagation direction.

The main steps of Granger causality analysis for microservice failure related nodes are as follows:

1. Obtain the microservice fault correlation set based on Algorithm 1, extract a group of microservice nodes \((v_i, v_j)\) with fault correlation as input, and obtain the KPI time series data of the microservice nodes, \((v_i, v_j)\) corresponds to \(\{x_1, x_2, ..., x_n\}\) and \(y_n = \{y_1, y_2, ..., y_n\}\).

2. Use formulas (4) and (6) to perform Granger causality analysis on each microservice node \((v_i, v_j)\), and calculate and infer the fault propagation direction \(v_i \rightarrow v_j\) or \(v_j \rightarrow v_i\).

3. Repeat steps 1 and 2 to calculate the causality of all nodes, and finally generate FCDG.

In summary, the end-to-end tracking call link graph LCGT and the microservice fault correlation directed graph FCDG are constructed, and the construction of two fault propagation graphs is completed. When a microservice failure occurs, Algorithm 2 will build MFPG based on LCGT and FCDG.

The main construction process is described as follows:

<table>
<thead>
<tr>
<th>Algorithm 2. MFPG construction algorithm based on fault correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong> Call link diagram for end-to-end tracking (G_i = (V_i, E_i)). Microservice fault correlation directed graph (G = (V, E)).</td>
</tr>
<tr>
<td><strong>Output</strong> MFPG: (G = (V, E)).</td>
</tr>
<tr>
<td><strong>Algorithm</strong></td>
</tr>
<tr>
<td>01 Initialize according to definition 3.8 (G = (V, E)).</td>
</tr>
<tr>
<td>02 while ((</td>
</tr>
<tr>
<td>03 (V \leftarrow V_i);</td>
</tr>
<tr>
<td>04 (E \leftarrow E_i);</td>
</tr>
<tr>
<td>05 end while</td>
</tr>
<tr>
<td>06 while ((</td>
</tr>
<tr>
<td>07 if (v_j \in V) do</td>
</tr>
<tr>
<td>08 (V \leftarrow V_j);</td>
</tr>
<tr>
<td>09 (E \leftarrow E_j);</td>
</tr>
<tr>
<td>10 end if</td>
</tr>
<tr>
<td>11 end while</td>
</tr>
</tbody>
</table>

Algorithm 2 describes the process of constructing a microservice fault propagation relationship graph. Input two fault graphs LCGT and FCDG, and add the microservice nodes and directed edges of LCGT and FCDG to graph \(G\) successively. Among them, the seventh line needs to remove the same nodes that may exist in LCGT and FCDG, and then iteratively add nodes and directed edges to the graph to complete the construction of MFPG. Algorithm 2 adds the microservice node and directed edge to the MFPG through two loop statements, and the time complexity is \(O(|V_i| + |V_j|)\). \(|V_i| + |V_j| \in R\).

3) Microservice failure root cause location

Aiming at the dynamic displacement characteristics of microservice failure KPI, this paper designs an anomaly scoring algorithm based on correlation analysis to measure the anomaly degree of each node in MFPG, and introduces the cross correlation function\(^{[20]}\) to calculate whether the two groups of time series data have lag or noise interference. As shown in figure 7, the cross-correlation function is used to calculate the cross-correlation of the two groups of KPIs, so as to obtain the maximum cross-correlation value of the two groups of KPIs at this point. Therefore, the degree of displacement between KPIs can be calculated by using cross-correlation function, and then the correlation coefficient of KPI sequence after displacement can be calculated.

\[
\text{NCC}(X, Y) = \max \left(\frac{CC_w(X, Y)}{\|X\|_2 \cdot \|Y\|_2} \right)
\]

Finally, the formula for calculating the anomaly score is shown in (10).

\[
c - \text{SBD}(X, Y) = 1 - \text{NCC}(X, Y)
\]

where \(\text{NCC}(X, Y) \in [-1, 1]\), then c-SBD takes values in the range [0,2], with 0 indicating perfect correlation and the larger the value the lower the correlation.

The above work completes the key design of the exception scoring algorithm, and the next step will be to use Equation (10) to measure the degree of exception of the microservice nodes, which is calculated in two cases when measuring the degree of exception of the microservice nodes.

(1) MFPG is mainly composed of LCGT and FCDG fault propagation diagrams. When calculating and evaluating the abnormal degree of microservice nodes in LCGT, the response time KPI of microservice is used as the calculation parameter of abnormal score. Let \(S(R(v_i), R(\text{avg}))\) denote...
the exception score of microservice node \( v_i \), \( R(\text{avg}) \) denotes the average response time KPI data of microservice system, and \( R(v_i) \) denotes the response time KPI data of node \( v_i \), and calculate the exception score of microservice node \( v_i \) according to equation (10), then the exception score is shown in equation (11).

\[
S(R(v_i), R(\text{avg})) = 1 - \max \left( \frac{C_w(R(\text{avg}), R(v_i))}{\|R(\text{avg})\|_2 \cdot \|R(v_i)\|_2} \right)
\]

(11)

(2) When evaluating the degree of node exceptions in FCDG, \( R(\text{avg}) \) of the microservice system and machine KPI data of FCDG node \( v_i \) are used as the calculation parameters of the exception score. Denote \( M_i = \{\text{cpu}, \text{memory}, \text{tcp}, \ldots\} \) for the node machine KPI of FCDG, and \( M_i(x) \) for the class x machine KPI timing data of node \( v_i \). The anomaly score of microservice node \( v_i \) is calculated according to Equation (10), and the maximum value of machine KPI correlation coefficient is used as the exception score of node \( v_i \), and the exception score is shown in Equation (12).

\[
S(R(v_i), R(\text{avg})) = \max \left( \frac{C_w(R(\text{avg}), M_i(x))}{\|R(\text{avg})\|_2 \cdot \|M_i(x)\|_2} \right)
\]

(12)

Finally, the exception score metric defined by Eqs. (11) and (12) is extended to MFPG to calculate the exception score of microservice as shown in Eq. (13).

\[
S(R(v_i), R(\text{avg})) = \begin{cases} 
1 - \max \left( \frac{C_w(R(\text{avg}), R(v_i))}{\|R(\text{avg})\|_2 \cdot \|R(v_i)\|_2} \right), v_i \in \text{DEG} \\
\max \left( \frac{C_w(R(\text{avg}), M_i(x))}{\|R(\text{avg})\|_2 \cdot \|M_i(x)\|_2} \right), v_i \in \text{FGG}
\end{cases}
\]

(13)

At this point, this section completes the design of the microservice exception scoring algorithm, and the next step is to infer the root cause of microservice failures based on the degree of exceptions of microservice nodes.

Random wandering optimization algorithm: In the microservice fault root cause location phase, the microservice KPI data is collected through subsection 3.1, and the exception score of each node in MFPG is calculated according to the exception scoring algorithm, and then the access probability \( P(i) \) of each node is obtained, as in equation (14).

\[
P(i) = \frac{S(R(v_i), R(\text{avg}))}{\sum_{i=1}^{n} S(R(v_i), R(\text{avg}))}
\]

(14)

where \( n \) denotes the number of nodes of the MFPG.

Random wandering is a probabilistic search algorithm, for which the formal symbolic representation \( G = (V, E) \) of the microservice fault propagation relation graph is first defined, and its transfer probability matrix \( P \), \( e_{k,i} \in E \) denotes the node fault propagation direction \( v_k \rightarrow v_i \), then the probability of transferring access to node \( v_i \) from node \( v_k \) is \( P_{k,i} = P_{k,i} \).

In order to enhance the global and flexibility of the search algorithm and avoid getting stuck in the low exception region during the search process and unable to get out, three search access directions are designed: forward access, backward access, and stay access, corresponding to the access probabilities of \( P_{k,i}^{\text{forward}} \), \( P_{k,i}^{\text{backward}} \), and \( P_{k,i}^{\text{self}} \), then the main steps of the algorithm are as follows.

(1) Forward access: Assuming that node \( v_{a} \) is the starting node of the search algorithm, searches along the topological direction of the MFPG, \( v_a \) denotes the current node, \( v_{i} \) denotes the next visited node, \( e_{a,i} \in E \), and \( v_{j} \) is a child of \( v_{a} \), the probability of visiting node \( v_{i} \) as in equation (15), and \( P_{a,i}^{\text{forward}} \) denotes the probability of transferring from node \( v_{a} \) to visit node \( v_{i} \).

\[
P_{a,i}^{\text{forward}} = P(i)
\]

(15)

Where \( v_{i} \) is a child of node \( v_{a} \), and the child with a larger exception score will have a greater probability of access.

(2) Backward access: The random walk algorithm may enter the low correlation region in the search access process, so it cannot obtain the global optimal results. In order to avoid this situation, backward access is designed. When a microservice node \( v_{i} \) with low exception score is visited, and the exception scores of \( v_{i} \) and all its children are less than a given value \( \sigma \) (e.g., set to the mean value of the exception score), the search algorithm will visit along the opposite direction of the directed edge \( e_{i,j} \in E \) and return to its parent node \( v_{j} \) with probability \( P_{i,j}^{\text{backward}} \) from node \( v_{i} \), and then reselect a child node to be visited with the backward visit probability as in equation (16).

\[
P_{i,j}^{\text{backward}} = \rho P(i)
\]

(16)

where \( \rho \in [0,1] \) is a custom backward access parameter, and the strength of backward traversal is changed by setting \( \rho \). If \( \rho \) takes a small value, the random wandering algorithm will continue the search more strictly in the direction of the topology graph; if \( \rho \) takes a larger value, the random wandering algorithm will be more flexible for global access search; MFPG will take a larger value of \( \rho \) if most of the nodes belong to the dependency invocation relationship, and vice versa, the smaller the value of \( \rho \).

(3) Stay visit: microservice nodes with higher exception scores are more likely to be associated with the root cause of failure; if the current visiting node has a higher exception score than all its neighbors, and the exception scores of the neighboring nodes are all less than a given threshold \( \sigma \), the current node is visited again with \( P_{i}^{\text{self}} \), increasing the number of visits to \( v_{i} \) with visit probability as in equation (17).

\[
P_{i}^{\text{self}} = \max \left( 0, \frac{S(R(v_i), R(\text{avg})) - \max_{x \neq i \in E}(S(R(v_i), R(\text{avg})))}{\sum_{i=1}^{n} S(R(v_i), R(\text{avg}))} \right)
\]

(17)

where \( \max_{x \neq i \in E}(S(v_{k}, \text{cSBD})) \) denotes the neighbor node with the highest exception score.

So far, the random wandering based fault root finding optimization algorithm is completed. The traditional random walk algorithm is optimized by designing three search directions: forward visit, backward visit, and stay visit, which enhances the global and flexible search scope of the algorithm.
C. Design of the MFRL-CA algorithm

Our MFRL-CA Algorithm 3 is designed for microservice fault root cause location analysis. First, the transfer probability matrix $P$ of MFPG is calculated according to the exception scoring algorithm, then the fault nodes visiting MFPG are flexibly searched by the optimized random walk algorithm during the fault root cause location, and finally the number of visits to the fault nodes is counted and the Top-k fault root causes are ranked by iterative traversal search. The design process of MFRL-CA is given in Algorithm 3.

**Algorithm 3: Randomized wandering root cause inference algorithm based on MFPG.**

**Input:** $G = (V, E)$, $n$

**Output:** Root rank $R[n]$

```
01. Initialize the transfer probability matrix $P$, the root factor array $R[n]$
02. while($|V| 
eq 0$) do
03.     $V_a \leftarrow \text{random}(V)$;
04.     $|P[\alpha\gamma]| \leftarrow P_{\text{forward}}^{\alpha\gamma}$;
05.     $|P[\beta\gamma]| \leftarrow P_{\text{back}}^{\beta\gamma}$;
06.     $|P[\alpha\gamma]| \leftarrow P_{\text{off}}^{\alpha\gamma}$;
07.     end while
08. while($n 
eq 0$) do
09.     $V_i \leftarrow v \in V_a \cup I_a \cup \{V_a\}$;
10.    $R[v] \leftarrow R[v] + 1$;
11.    $n = n - 1$;
12.    end while
13. $R[n] \leftarrow \text{Sort}(R[n])$;
```

Based on MFPG, Algorithm 3 calculates the anomaly score of each microservice node by the exception scoring algorithm and generates a transfer probability matrix of $G = (V, E)$, then designs a random wandering algorithm with three search directions: forward, backward and stay-visit, which avoids the algorithm getting stuck in a local area and unable to get out of the trap, thus optimizing the global dynamic search capability of the root cause location algorithm. Finally, the MFPG is accessed by multiple iterations of search, and the number of microservice node visits is counted to rank the top Top-k fault root causes. The time complexity of Algorithm 3 to calculate the anomaly score of MFPG nodes is $O(n^2)$, and $n$ is the number of microservice nodes; in the random wandering search access phase, if the number of user-defined search accesses is $m$, the time complexity is $O(m)$, and the total time complexity is $O(n^2 + m)$.

V. EXPERIMENT

In this section, we evaluate MFRL-CA based on the our microservice system based shopping platform.

A. Experimental Setup

The template is designed so that author affiliations are not repeated each time for multiple authors of the same affiliation. Please keep your affiliations as succinct as possible (for example, do not differentiate among departments of the same organization). This template was designed for two affiliations.

1) Baseline Algorithms

Random Selection (RS): Random selection method, according to the type of fault randomly selected fault micro service components for investigation.

Sudden Change (SC): By checking whether there is a mutation in the data of the two adjacent time windows, if there is a mutation in the data of one of the time windows, the average ratio of the data of the two time windows is calculated as a measure of the root cause score of the node, and the possibility of the root cause is judged according to the score.

Timing Behavior Anomaly Correlation (TBAC)\cite{22}; Through the service dependence call graph technology anomaly correlation, and infer the root cause of the fault.

2) Evaluation Metric

In the field of microservice fault root cause location, literature\cite{12} earlier proposed two commonly used evaluation indicators, the highest K accuracy rate (AP@K) and Mean Averaage Precision (MAP). The fault root cause location algorithm usually outputs Top-k root cause indicators. These two evaluation indicators can quantify the effectiveness of the algorithm.

For abnormal event $A$, $|A|$ means abnormal set, $I_a(i)$ indicates whether microservice node $v_i$ is the true root cause of failure event $A$, $I_a(i) = 1$ means true, $I_a(i) = 0$ means False; $q_a(i)$ indicates that in the output ranking of the algorithm, the fault root cause node $v_i$ is ranked. For example, when Top-$k$=3, it means that the algorithm will output 3 possible root cause indicators, where $q_a(i)$ represents the microservice node $v_i$ ranks first in the output root cause.

The highest K accuracy rate (AP@K)\cite{12}: It indicates the probability that the top-k root cause indicators of the root cause in the output ranking of the root cause location algorithm contain the true root cause of the fault. The calculation formula is as (18).

$$AP@K = \frac{1}{|A|} \sum_{a \in A} \frac{\sum_{i=1}^{|A|} \min(K, \sum_{a \in A} I_a(i))}{\sum_{i=1}^{|A|} \min(K, \sum_{a \in A} I_a(i))}$$  \hspace{1cm} (18)$$

Average accuracy rate (MAP)\cite{12}: Measure the overall accuracy rate of the algorithm, where $|V|$ represents the number of nodes in the microservice fault propagation relationship graph $G = (V, E)$, and the calculation formula is as (19).

$$MAP = \frac{1}{|V|} \sum_{1 \leq a |V|} AP@K$$  \hspace{1cm} (19)$$

Average False Positives (AFP): $F_a(i)$ represents the number of faulty nodes that have been checked before finding the true root cause node $v_i$, then $F_a(i)$ calculation formula is as (20), AFP calculation formula is as (21).

$$F_a(i) = \begin{cases} \sum_{j=1}^{q_a(i)} (1 - I_a(i)), & I_a(i) = 1 \\ 0, & I_a(i) = 0 \end{cases}$$  \hspace{1cm} (20)$$

$$AFP = \frac{1}{|A|} \sum_{1 \leq a |V|} \frac{\sum_{1 \leq i |V|} F_a(i)}{\sum_{1 \leq i |V|} I_a(i)}$$  \hspace{1cm} (21)$$

3) Datasets and Implementation

This section divides the types of faults into three categories to evaluate the effect of the algorithm, including resource overhead faults (CPU HOG: injecting high CPU load through faults to increase CPU utilization to 95%) and network latency faults (Latency: Increase the network delay...
between microservice components, the delay time is 10ms-
50ms), microservice software failure (Throughput: increase
the amount of request concurrency through script programs).
Therefore, in order to evaluate the performance of the
algorithm, not only the two fault propagation conditions must
be considered, but also the mixed faults.

First, consider the failures caused by the dependence of
microservice on the calling relationship, and simulate the
failure of a microservice component in the microservice
system and spread to other normal components through LCGT.
As shown in figure 8, the fault injection tool causes high CPU
utilization and high latency of the microservice component
Payment, and affects other service components through LCGT.
For example, the response time of the microservice
components had abnormal changes such as Payment, Orders,
Catalogue, etc.

![Figure 8. Reliance on the call relationship leads to failure conditions](image)

Second, simulate the relationship between microservice
failures and inject failures into other service components of
the microservice server. By increasing the CPU utilization
rate of the Stress container, it interferes with the performance
of other microservice components of the same server, and
finally causes the microservice system to fail. Happening.

Third, In fault injection, three types of faults are randomly
injected into the microservice components with call
dependence by simulating mixed faults.

**B. Simulation Experiment and Analysis**

Firstly, the three types of fault data sets, Throughput, CPU
HOG, and Latency, are tested to verify and evaluate the
accuracy of the algorithm and MAP.

As shown in figure 9, this paper evaluates the effect of
the algorithm under different k conditions. The MFRL-CA
algorithm is better than other methods under different k values.
Compared with the traditional random selection algorithm
(SC) And the mutation detection algorithm (RS) accuracy rate
has been greatly improved; the TBAC algorithm and the
algorithm in this paper are different in the modeling of
microservice failure propagation and diffusion relationship.
The former only considers the dependency call relationship
of microservice, while the algorithm in this paper MFPG
is constructed by combining LCGT and FCDG, and the
flexibility and globality of the root cause search algorithm is
optimized, and the accuracy rate is about 11% higher than that
of the TBAC algorithm. Among them, the accuracy of the
root cause location algorithm increases with the increase of k.
This is because when the value of k is larger, the Top-k root
cause set will cover more fault root cause indicators, and the
output true fault root cause. Because the probability of failure
is greater. If the value of k is much larger than the number of
true fault root causes of the fault event sample, the output
result will output more non-true fault root cause indicators,
which will lead to more false positive data.

![Figure 9. MFRL accuracy evaluation under different fault types](image)

As shown in figure 10, the AP@k and MAP of the MFRL-
CA algorithm in the experimental verification are comprehensively evaluated. The average accuracy MAP of
MFRL-CA is 89.75%, which is better than other algorithms.
The MFRL-CA can quickly, accurately and automatically
locate the root cause of the fault by collecting the abnormal
KPI data of the faulty node, constructing the MFPG, anomaly
scoring, and locating the root cause of the fault after a
microservice fault is discovered, achieving a minute-level
fault root. Because of positioning. Compared with the
traditional operation and maintenance methods RS and SC,
the timeliness, accuracy, and operation and maintenance
efficiency are greatly improved.

![Figure 10. MFRL-CA method Precision and MAP](image)

**C. Reliability assessment**

In order to evaluate the reliability of the algorithm,
microservice container instances of different scales were
deployed in the experiment. In the experiment, multiple Sock
Shop microservice container instances were generated
through the Docker image, and other service container
instances were also added, and the microservice scale was set
to 20, 30, 40, and 50.

Figure 11 shows the average accuracy MAP of each fault
root cause location algorithm in different microservice scales.
It can be seen that this article still has a high accuracy rate in
different microservice cluster scale environments, and they
are all higher than the traditional manual operation and
maintenance algorithms. Among them, in the scenario where
the microservice scale is 50, MAP is 12.7% higher than the
TBAC algorithm, which has better stability and accuracy. The
4 types of root cause fault location algorithms have decreased
as the scale of microservice increases, but the MAP decline
trend of the algorithm in this paper is relatively slow. This is
because the algorithm in this paper optimizes the fault search in the process of locating the root cause of microservice faults. The performance of the algorithm is designed with three search and access directions. Compared with other algorithms, it has better flexibility and search globality, avoids falling into the local optimal solution, and improves the reliability of the algorithm. The method in this paper is better than other methods in different service scale scenarios, and will not suffer a large performance degradation as the service scale increases. It can be adapted to microservice of different scales and has better reliability and accuracy.

As shown in figure 12, comparing the AFP index of the algorithm, the algorithm in this paper is significantly lower than other algorithms under different micro service scales. According to the statistics of AFP index of this algorithm, we only need to check 0.45 microservice fault nodes one by one to find the real root cause index, realize the automatic location of fault root cause, and reduce the time of microservice fault location.

![Figure 11. MAP of root cause location algorithm under different microservice scales](image1)

**Figure 11. MAP of root cause location algorithm under different microservice scales**

**D. Evaluation of the microservice fault propagation graph**

It verifies the effectiveness and necessity of the microservice fault propagation relationship graph MFPG for root cause location algorithms, and compares and evaluates it with three commonly used fault root cause location methods.

Correlation analysis method (CA): In microservice failures, traditional operation and maintenance engineers calculate the Pearson correlation by comparing the faulty node with abnormal indicators or fault types. High correlation may be the root cause of the fault. Correlation analysis between the KPI of the faulty node and the KPI of the response time of the microservice.

Anomaly Clustering (AC): clustering microservice components with similar abnormal patterns. The input data of the clustering is the microservice KPI, and the distance calculation formula uses DTW. This method is not based on MFPG.

Random walk algorithm based on dependent call graph (LCGT+RW): Different from the MFRL-CA algorithm of this article, only the LCGT of this article is used as the fault graph, and the root cause of the fault location phase uses the optimized random walk algorithm of this article to search and visit LCGT and list the root causes of the failure.

As shown in figure 13, abscissa is the size of microservice fault data set verified in each test. With the increasing test data, the accuracy of each method tends to a stable value. The algorithm in this paper is superior to other methods, and the accuracy is 10.4% higher than LCGT+RW method. Both CA and AC methods do not rely on the micro service dependency call graph. When the fault data set is small, the accuracy fluctuates greatly. This is because the CA method directly calculates the node correlation as the basis for troubleshooting the root cause of the fault; AC method is to cluster the same microservice components. When the KPI of the faulty microservice component has a high similarity pattern (such as injecting CPU hog), it can not find out the root cause index effectively. LCGT+RW method can not accurately locate the root cause index of micro service associated fault because it can not describe the fault propagation path.

![Figure 12. AFP under different microservice scales](image2)

**Figure 12. AFP under different microservice scales**

![Figure 13. Comparison of accuracy of different fault root cause location methods](image3)

**VI. CONCLUSION**

Aiming at the problem that the fault relationship of microservice is complex and it is difficult to locate the root cause of the fault. How to ensure the QoS of microservice, reduce the losses caused by microservice failures, and improve the efficiency of operation and maintenance is a key issue in the field of operation and maintenance. Therefore, this paper studies the relationship between the microservice fault propagation graph and the fault root cause location method,
and proposes a MFRL-CA method, which can quickly and accurately locate the root cause of the fault after the fault occurs, and automatically give the root cause index of the fault to ensure the microservice QoS, reduce the loss caused by microservice failure, and improve the efficiency of operation and maintenance.
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